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Abstract 

This study evaluates associations between aggregate conflicts 
of interest (COI) and drug safety. We used a machine-learning 
system to extract and classify COI from PubMed-indexed dis-
closure statements. Individual conflicts were classified as Type 
1 (personal fees, travel, board memberships, and non-financial 
support), Type 2 (grants and research support), or Type 3 
(stock ownership and industry employment). COI were aggre-
gated by type compared to adverse events by product. Type 1 
COI are associated with a 1.1-1.8% increase in the number of 
adverse events, serious events, hospitalizations, and deaths. 
Type 2 COI are associated with a 1.7-2% decrease in adverse 
events across severity levels. Type 3 COI are associated with 
an approximately 1% increase in adverse events, serious 
events, and hospitalizations, but have no significant association 
with adverse events resulting in death. The findings suggest that 
COI policies might be adapted to account the relative risks of 
different types of financial relationships.   
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Introduction 

Studies of industry funding and conflicts of interest (COI) have 

found that financial relationships can bias choices in experi-

mental design as well as clinical decision-making during trial 

execution. The most recent studies and meta-analyses confirm 

that financial relationships and resulting decisions are associ-

ated with substantial increase in the likelihood that clinical trial 

results and clinical recommendations will be favorable to in-

dustry.[1-6] Industry funded trials may be up to 5.4 times more 

likely to return positive results.[5] Trials with COI are up to 8.4 

times more likely to return positive results.[3] Furthermore, tri-

als with industry funding or COI may underestimate harms or 

adverse events.[6] These COI affect patient care through the 

dissemination of results of trials, clinical practice guideline de-

velopment, and direct clinical decisions. For example, COI are 

considered drivers of the opioid crisis, with multiple categories 

of COI having been linked to potential pro-industry bias in pub-

lished practice guidelines for prescribing opioids[7,8], lax 

United States Food and Drug Administration (FDA) over-

sight,[9,10] and overly promotional patient and clinician edu-

cational materials.[10]  Given the widespread recognition of the 

problems of COI, federal agencies, universities, professional 

medical associations, and biomedical journals have adopted 

ethics policies designed to mitigate potentially harmful ef-

fects.[11] Despite the consensus that policies are necessary, 

guidelines are inconsistent. Some organizations ban financial 

relationships altogether, and others have complex requirements 

for vetting individual COIs.[12] 

Many COI policies invest in classifying the types of COI that 

are perceived to be associated with risks of bias, but such poli-

cies are by-and-large not well-grounded in evidence and may 

be counterproductive. For example, although there has been 

significant attention focused on the possible effects industry ad-

vertising might have on editorial decision-making, the ac-

ceptance of advertising revenue does not associate with other 

markers of bias such as author COI.[13] Widely-cited studies 

do not distinguish between different COI types (e.g. industry 

employment vs. grant funding to academic researchers) in their 

analyses.[3,5,14-15] Furthermore, evidence shows that even 

small inducements such as ink pens and prescription pads can 

bias clinical decision making, and high-dollar value COI 

thresholds may be insufficient to mitigate against negative ef-

fects.[16]  

Additionally, relevant policies are primarily grounded in scru-

tinizing individual COI. Emerging data on research funding and 

COI indicate that policies that focus on individualized effects 

may be insufficient to address the risks of bias. That is, the 

available literature shows that funding-related biases are often 

the result of aggregate interactions among different funding 

mechanisms and COI.[6,13] For example, a study of COI in 

psychiatry found that COI only predicted favorable results 

when the study sponsor was the source of the disclosed con-

flicts.[6] The most recent Cochrane Review evaluated 75 stud-

ies of industry funding effects and found that the quality of the 

available evidence ranged from very low to moderate.[3] The 

overall evidence quality for studies evaluating the relationships 

between COI and patient harms was rated as very low due to 

the inconsistency of findings and generally wide confidence in-

tervals.  

Given the current state of the research, it is clear that significant 

efforts are necessary to identify which types of industry funding 
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are most likely to compromise the integrity of biomedical re-

search and associated health outcomes. Specifically, there is a 

clear need for new research that (1) evaluates the differential 

effects of different COI types, (2) investigates COI in aggrega-

tion, and (3) evaluates associations between COI and drug 

safety. Recent innovations in machine learning and health pol-

icy informatics provide an ideal framework from which to ad-

vance research addressing these questions.[17,18] Biomedical 

research and clinical decision-making are connected by com-

plex and diffuse networks.[19] Tracing complex associations 

across these decision systems requires integrating systems re-

search and informatics methodologies.[20] This kind of re-

search is essential for identifying appropriate policy solutions 

especially when policy effects are the result of complex multi-

causal pathways, as is the case with COI.[16] This study con-

tributes to these efforts by evaluating aggregate COI rates strat-

ified by type and severity in the biomedical literature and com-

paring those rates to FDA post-marketing surveillance data on 

drug safety. 

Methods 

The primary purpose of this study was to evaluate the relation-

ship between aggregate COI in the biomedical literature and 

drug safety as measured by the FDA Adverse Events Reporting 

System (FAERS). To do so, we began by identifying the most 

commonly prescribed 300 drug products listed on Clin-

Calc.com. ClinCalc.com aggregates and normalizes the results 

of the U.S. Department of Health and Human Services’ Agency 

for Healthcare Research and Quality (AHRQ)’s annual Medical 

Expenditure Panel Survey (MEPS).[21] Differences in database 

drug concept ontologies led us to refine the final list to 270 

products in order to minimize the chance of false positives in 

our search strategy. The normalized product terms were used to 

send queries to PubMed and FAERS. We initially collected the 

most relevant 10,000 articles for each drug product and cross-

referenced the Article Conflict of Interest database, a pre-exist-

ing database of AI-parsed COI statements from PubMed-in-

dexed articles published between 2016 and 2018.[22]  

COI Identification 

Information in the Article Conflict of Interest database is based 

on automated parsing of 274,246 COI disclosure statements in-

dexed in PubMed.[13,22] The metadata assisted, machine-

learning enhanced, natural language processing (NLP) system 

uses a combination of custom named-entity recognition (NER) 

and a COI term dictionary to identify and aggregate individual 

COI in disclosure statements. We applied the spaCy NLP li-

brary NER tools pre-trained on English web text to a small sam-

ple of COI disclosure statements (N = 100) to identify authors 

and pharmaceutical companies. We hand-corrected those state-

ments, yielding a 25% improvement in NER accuracy. A par-

ticular challenge was differentiating whether initials repre-

sented people or organizations; to address this challenge, we 

created a library of author permutations from PubMed article 

metadata to extract from the COI statements. When company-

author parings were identified, the parser checked a relationship 

type dictionary using regular expressions (regex) to classify the 

specific COI relationship type (See Figure 1). 

COI classification is based on the International Committee of 

Medical Journal Editors (ICMJE) standardized COI disclosure 

form. It organizes COI into a three-part schema based on po-

tential benefit from a product’s success. Specifically, Type 1 

COI included personal fees, travel, board memberships, and 

non-financial support. Type 2 COI included grants and research 

support. Finally, Type 3 COI included stock ownership and em-

ployment in industry. Parser reliability was evaluated on a strat-

ified random sample of 1,000 human-coded disclosure state-

ments. The training set oversampled longer disclosure state-

ments where more COI were likely to be present. The two-way 

average Intra-Class Correlation Coefficient (ICC) for Type 1 

COI was 0.722, with a 95% confidence interval from 0.69 to 

0.751 (F[998,903] = 6.27 , p < 0.01). The average ICC for Type 

2 COI was 0.773, with a 95% confidence level from 0.747 to 

0.797 (F[998,985] = 7.84, p < 0.01). And, finally, the average 

ICC for Type 3 COI was 0.618, with a 95% confidence level 

from 0.578 to 0.656 (F[998,923] = 4.28, p < 0.001). 

Figure 1: Pipeline for Identifying and Aggregating COI Source, Target, and Relationship Types 
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Adverse Event Reports 

The FDA maintains FAERS as part of its postmarketing sur-

veillance infrastructure. Healthcare providers can (and in some 

cases are required to) provide details on patient side effects, se-

rious illness or injury, and even deaths associated with regu-

lated products.  We collected data on the number of adverse 

events per product, the number of serious adverse events per 

product, the number of hospitalizations per product, and the 

number of reported deaths per product. Using the same 270 

drug product search terms, we queried FAERS for adverse 

event reports filed related to the products of interest. Our study 

focuses on reports filed in 2018, i.e., those that follow the pub-

lication period (2016-2017) for collected articles. This is the 

section where the authors describe the methods used at the level 

of detail necessary to convey the sample size, setting, proce-

dure, datasets, analytic plan, and other relevant particulars to 

the reader. 

Results 

Rather than using individual studies or events as units of anal-

ysis, all collected data were aggregated by product prior to anal-

ysis. So, for example, the collected research on clindamycin had 

28 Type 1 COI, 6 Type 2 COI, and 7 Type 3 COI. There were 

1834 adverse event reports for clindamycin, with 952 serious 

events, 418 hospitalizations, and 46 deaths. For fluoxetine, 

there were 367 Type 1 COI, 210 Type 2 COI, and 11 Type 3 

COI. FAERS reported 4,605 adverse events, 3,360 serious, 

1293 hospitalizations, and 442 deaths. Overall the average 

product had an average of 39.07 (SD=125.98) Type 1 COI, 

25.39 (SD=84.19) Type 2 COI, and 10.01 (SD=20.56) Type 3 

COI. The total number of adverse event reports ranged from 2 

to 65,591 with an average of 3878.1 (SD=6,639.79). Complete 

summary statistics are available in Table 1.   

Table 1– Summary Statistics for COI and Adverse Events (AE) 
by Drug Product 

Variable Min Mean (SD) Max 
Type 1 COI 

 

0 39.07 (125.98) 1761 

Type 2 COI 

 

0 25.39 (84.19) 1195 

Type 3 COI 0 10.02 (20.56) 156 

AE Reports 2 3,878.1 (6,639.79) 65591 

AE Serious 2 2,465.9 (4785.34) 51330 

AE Hospital 0 1,061.8 (2233.25) 21913 

AE death 0 296 (637.83) 6835 

    

Given the over-dispersion in the data, a quasi-Poisson regres-

sion was used for all analysis. Incidence Rate Ratios (IRR) with 

95% confidence intervals (CI) were calculated for each associ-

ation between COI and adverse events. For the number of ad-

verse events, the model indicated that each additional Type 1 

COI associates with an 1.1% increase in the total number of 

adverse event reports (IRR: 1.011, 95% CI 1.006 to 1.016, p < 

0.001). In contrast, each additional Type 2 COI associates with 

2% decrease in the total number of adverse event reports (IRR: 

0.98, 95% CI 0.978 to 0.992, p < 0.001). And for each Type 3 

COI, an 0.8% increase in total number of adverse event reports 

was associated (IRR 1.008, 95% CI 1.001 to 1.016, p = 0.04). 

Subsequent tests for serious reports, hospitalizations, and 

deaths found nearly identical outcomes. Each additional Type 

1 COI is associated with a 1.2% increase in the number of seri-

ous adverse events (IRR: 1.012, 95% CI, 1.007 to 1.018, p < 

.001). Each additional Type 2 COI is associated with a 1.7% 

decrease in the number of serious adverse events (IRR: .983, 

95% CI, .976 to .99, p < 0.001). And each additional Type 3 

COI is associated with approximately 1% increase in the total 

number of serious adverse events (IRR: 1.01, 95% CI 1.002 to 

1.018, p = 0.02). The model indicates that for each Type 1 COI, 

we should expect to see a 1.4% increase in hospitalizations re-

sulting from adverse events (IRR: 1.014, 95% CI 1.009 to 1.02, 

p < 0.001). For each Type 2 COI, we should expect to see a 2% 

decrease in hospitalization rates (IRR: .98, 95% CI, .973 to 

.987). Type 3 COIs associate with a 1% increase in hospitaliza-

tions following adverse events (IRR: 1.01, 95% CI, 1.002 to 

1.018, p = 0.02). Finally, the mortality model demonstrates that 

each Type 1 COI is associated with a 1.8% increase in deaths 

resulting from adverse events (IRR: 1.018, 95% CI, 1.013 to 

1.022, p < 0.001). Each Type 2 COI is associated with a 2.4% 

decrease in deaths (IRR: .976, 95% CI, .969 to .983, p < 0.001). 

The estimate for Type 3 COI was not statistically significant (p 

= .28). See figure 2 for a visualization of results.   

Discussion 

The data presented here suggest two things with respect to COI: 

(1) the quantity of certain COI types is associated with overall 

drug safety; and (2) not all COI types necessarily involve the 

same risks. While a 1-2% IRR appears modest on its face, for a 

typical product, a single new Type 1 or Type 3 COI would as-

sociate with 38 new reports, 24 new serious event reports, and 

10 new hospitalizations. If conflicts by type were to increase by 

a standard deviation (125 for Type 1 or 20 for Type 3), we 

would expect to see 4,847 more adverse event reports and 74 

new deaths for Type 1 conflicts and 775 new reports for Type 

3 conflicts. Interestingly, grants and contracts (Type 2 COI) as-

sociated with a reduction in adverse event rates across severity 

levels. This finding suggests that there may be an important dif-

ference between personal and institutional COI. Type 1 and 3 

COI all involve direct disbursement to authors (speaking fees, 

travel money, employment, stock options). However, Type 2 

COIs are typically grants paid to universities and research hos-

pitals, institutions that provide significant internal oversight of 

research ethics and quality. Additionally, many Type 2 COIs 

come from federal funding agencies or non-profit organiza-

tions. Subsequent research should evaluate if the funding 

source impacts the associations demonstrated in this study. 

While these findings offer a promising new direction for COI 

research at scale, additional studies are warranted to support ef-

fective and appropriate COI policies. Available data on COI are 

limited by the lack of uniform reporting standards across jour-

nals and incomplete participation in PubMed’s COI report 

scheme. Confirmatory research in this area should enhance the 

parsing algorithms identifying different categories of COI and 

expand data collection beyond PubMed. Future work might 

also consider defining increasingly granular approaches to cat-
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egorizing COI. However, if these data are borne out in subse-

quent research, they would suggest that COI policies should be 

modified to address COI types of the greatest risk to patients 

and support those that enhance patient safety.  

Conclusions 

The challenges presented by COI and current disclosure prac-

tices in the biomedical research enterprise suggest a new intel-

lectual framework is required. To that end, this study is 

grounded in a new model of COI, one that focuses not on indi-

vidual biases but rather on the aggregation of influence across 

decision-making systems. Available research indicates that the 

focus on just the bias of individual researchers and teams over-

looks the bias in networks of research, which suggests an im-

portant avenue for future inquiry. COI is more complex than 

previously theorized because COI is relational, and these rela-

tionships do not exist in isolation. Biomedical research is team 

science. Hundreds if not thousands of scientists, clinicians, pro-

viders, and technical experts work in the development and test-

ing of any new drug. Subtle biases induced by financial rela-

tionships among a small minority of researchers may compro-

mise the entire system, and this networked bias is more difficult 

to mitigate if policy makers focus only on individuals. COIs 

may be more usefully understood as a systemic problem that 

requires systemic intervention that not only addresses the rare 

occurrence of individual unethical conduct but also the broader 

effects of bias in the aggregate. Safeguarding the integrity of 

biomedical research will require understanding how individual 

COI aggregate across research infrastructures and clinical con-

texts. Current misunderstandings of and resistance to COI pol-

icies can cause harm to patients, researchers, and public trust in 

medicine and clinical research.  

Empowering researchers, data scientists, and policymakers 

with evidence-based approaches for the management of re-

search funding and COI is a critically important part of safe-

guarding the integrity of biomedical research and patient health. 

Figure 2 Incidence Rate Ratios for COI Types and Adverse Event Report Types 
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The results here add to the growing evidence base that indicates 

common intuitions about which COI carry which risks of bias 

may not be accurate. COI policies need to be grounded in 

stronger evidence about the risks associated with specific types 

of COI. The results presented here advance science in this di-

rection by demonstrating how the aggregation of COI across 

research areas are associated with differential drug safety pro-

files.  

In addition to the specific findings for COI risks and related 

policies, this research also contributes to efforts to integrate 

systems science and informatics methods in the study of health 

policy. In recent years, AI and informatics technologies have 

been leveraged to advance health and medicine in clinical and 

administrative contexts while also raising concerns about their 

efficacy and fairness. The advances in diagnostics technologies 

and clinical decision support are especially promising. These 

same technologies have the potential to productively advance 

research in health policy and to provide new evidence-based 

foundations for health policy decision-making. This paper 

offers one model for research in this area. Future health policy 

informatics projects might investigate associations between 

various policy initiatives and patient safety or other outcomes 

of interest. 
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